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Abstract
Rendering interior cultural heritage scenes using physically based rendering with outdoor environment maps is
computationally expensive using ray tracing methods, and currently difficult for interactive applications without
significant precomputation of lighting. In this paper, we present a novel approach to relight synthetic interior
scenes by extending image-based lighting to generate fast high-quality interactive previews of these environments.
Interior light probes are acquired from a real scene, then used to shoot light onto the virtual scene geometry to
accelerate image synthesis by assuming the light sources shot act as the correct solution of light transport for
that particular intersection point. We term this approach Image-Based Shooting. It is demonstrated in this paper
with an approach inspired by Irradiance Cache Splatting. The methodology is well-suited for interior scenes in
which light enters through narrow windows and doors, common at cultural heritage sites. Our implementation
generates high-quality interactive preview renditions of these sites and can significantly aid documentation, 3D
model validation and predictive rendering. The method can easily be integrated with existing cultural heritage
reconstruction pipelines, especially ray tracing based renderers.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Genera-
tion -Display Algorithms I.3.7 [Computer Graphics]: Three-Dimensional Graphics and Realism - Color, Shading,
Shadowing, and Textures I.3.8 [Computer Graphics]: Applications

1. Introduction

The importance of correct use of lighting for Cultural Her-
itage (CH) reconstructions is a well-discussed topic in sev-
eral CH-related research papers [HMD∗10]. Global Illu-
mination (GI) is essential to the high-fidelity rendering
pipeline, allowing for accurate representation of these envi-
ronments. Many methods to estimate and accelerate compu-
tation of sunlight are based on Image-based Lighting (IBL)
[Deb98]; enabling fast image synthesis of objects lit by pre-
dominantly direct lighting. However, rendering interior syn-
thetic environments using exterior IBL presents significant
challenges due to the amount of indirect illumination often
present in such scenes. The computational costs to correctly
determine the contribution of outdoor illumination for inte-
rior scenes may be prohibitive due to the complexity of light
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transport simulation that GI methods traditionally require
without tailoring the rendering method itself for the scene
specifically. It is often not possible to acquire comprehen-
sive information about light and material light reflectance
within a sensitive CH site. Furthermore, adding arbitrary
light sources may produce an incorrect visual appearance of
the virtual scene. A fast way to reproduce location-faithful,
natural exterior-to-interior lighting would be useful for CH
researchers who wish to study and reconstruct interior real
world locations.

In this paper, we propose a novel approach based on High
Dynamic Range (HDR) environment-capture to relight in-
terior virtual scenes and show its applications for CH. The
correct lighting solution that already exists in environment
maps is used to shoot information about light from the real
scene onto the virtual scene to increase efficiency in the im-
age synthesis pipeline. As irradiance information is shot onto
the virtual scene using IBL light sources, we term this ap-
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proach Image-Based Shooting (IBS). The motivation behind
this methodology is to provide a fast, high-quality, interac-
tive preview of CH scenes before generating any offline ren-
dering solutions (e.g. Path Tracing [Kaj86] or Photon Map-
ping [Jen96]). Multiple environment maps can be employed,
and reconstruction (using interpolation) can approximate oc-
cluded areas. We show that this preview is similar to a pho-
tograph and Path Tracing. While IBS is not limited to a par-
ticular rendering method, we illustrate an adaptation of Irra-
diance Cache Splatting [GKBP05] in this paper.

A model of the Red Monastery; an Egyptian Coptic
monastery [Bol06], has been selected to demonstrate IBS.
Figure 1 shows an example of one of the environment maps
used (in latitude/longitude format [BN76]).

Figure 1: Example of one of the light probe used, in lati-
tude/longitude format. Red Monastery 14:30, 21 Dec 2009.

The remainder of the paper is organised as follows. Sec-
tion 2 presents a summary of related work. In section 3 the
core framework is described. A CPU implementation is pre-
sented in section 4, and a GPU version in section 5. Results
are presented in section 6. A short discussion of the method
is presented in section 7. Finally, we conclude the paper and
describe possible future work in section 8.

2. Related Work

Several methods exist to generate fast renditions of real
world objects, both with and without GI computation. These
can include projective texturing [SKVW∗92] or surface
splatting [ZPVBG01]. Projective texturing is the inclusion of
images that project colours onto surfaces, and is especially
useful for shadow mapping techniques. Splatting can be im-
plemented as an extension to projected texturing, (without
any regard to illumination,) or to approximate GI. Radiance
Cache Splatting [GKBP05] for instance is a technique in-
spired by irradiance caching [WRC88] that employs radi-
ance and irradiance caching for splatting applications. Ra-
diance cache splatting determines how records of illumina-
tion contribute to indirect lighting of visible points and splats
data on the image plane.

The Irradiance Volume is a pre-processed volumetric rep-
resentation of GI [GSHG98]. Irradiance is traditionally as-
sumed to work for surfaces, however, the authors extend

the definition for all points and directions in space repre-
sented in a grid structure. Complex GI effects can then be
approximated using reconstruction from querying the Irra-
diance Volume. Several extensions to Irradiance Volumes
exist. Kontkanen and Laine [KL06] introduced a sampling
strategy for precomputing illumination in to a regular 3D
grid. Aliasing is reduced for a small precomputation cost.
Kaplanyan describes Light Propagation Volumes [Kap09]
as an approach to GI inspired by several methods, including
Irradiance Volumes and Reflective Shadow Maps [DS05].

Pacanowski et al. [PRL∗08] present an approach to ren-
der detailed objects by using regular grids and a vector-
based representation (3D and 2D textures) to capture low-
frequency indirect light, and employ appearance-preserving
simplification of geometry for interactive rendering.

A limitation of IBL is that the environment maps only ac-
quire incident illumination at a particular point in space. This
prevents accurate shadows as every object in the scene will
be lit from the position of the light probe. Spatially vary-
ing IBL approaches such as Incident Light Fields [Ung09]
and Stereo Light Probes [CCC08] provide more information
about lighting in a scene by acquiring several light probes at
various positions in the environment. A limitation here is the
need for highly specialised equipment.

To our knowledge, only two pieces of work uses interior
location-faithful illumination. The SIGGRAPH 1999 anima-
tion Fiat Lux by Debevec [Deb99] demonstrated the applica-
tions of identifying interior/exterior light areas to speed up
efficiency of rendering interior scenes. By determining the
entrance areas of exterior light and creating an average area
light source from the HDR environment map photograph, a
highly realistic virtual representation of St. Peter’s Basilica
in Rome was recreated using only a basic 3D model and a
light probe from the real world location. While Debevec’s
approach to render Fiat Lux identifies exterior light sources
and averages these as area light sources, our method uses as
much information stored in the environment map as possible
for relighting purposes.

Gibson et al. [GCHH04] presented an extension to IBL by
combining augmented reality and IBL differential rendering.
The approach creates a triangular illumination mesh used to
shade virtual objects using Radiosity [GTGB84] to compute
missing values of the mesh. An Irradiance Volume is used
for computing real-to-virtual object shadows. The method is
heavily reliant on a precomputation stage to build a hierar-
chy to encode light transport between illumination patches
in the scene. Its primary application is generating appropri-
ate shadows, giving the appearance that the local and distant
scene are one and the same.
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3. Image-Based Shooting - Framework

3.1. IBS Framework Overview

The general idea of IBS is to use a real world captured envi-
ronment map in conjunction with laser scanned or 3D mod-
elled interior geometry to render images with illumination
that is both faithful to its real world counterpart and fast to
compute. Traditional IBL uses environments maps that act as
an infinite area light source to relight arbitrary objects. IBL
is fast to compute for scenes with primarily direct illumina-
tion, however using this approach to relight interior scenes
takes a long time to compute using physically based render-
ing methods as these environments will mostly contain indi-
rect illumination. With IBS, we shoot as much information
as possible contained within an indoor environment map by
assuming the HDR photograph contains the correct solution
of light for all visible surfaces from the position of the envi-
ronment map, see Figure 2. This can speed up computation
of GI for interior scenes significantly.

IBL IBSDistant 
Scene

Object

Interior Scene

Figure 2: Differences between IBL and IBS. Left: Tradi-
tional Image-based Lighting. Right: Image-based Shooting.

3.2. Requirements

Three requirements are necessary for IBS. First, an interior
environment map should be captured at a measured posi-
tion in the real scene (we denote this position as p) and
placed in the same position in the virtual scene. Second, a
textured virtual 3D model that is similar to the real world
scene is required (same proportional dimensions). This is al-
ready an essential component of most CH 3D reconstruction
projects. Our method is robust enough to employ meshes
that are modelled in 3D modelling software. Third, ap-
propriate Bidirectional Reflectance Distribution Functions
(BRDF) models should be captured or approximated. For
our splatting-inspired implementation, a diffuse/lambertian
BRDF approximation is used.

3.3. Splatting-IBS Overview

Splatting-IBS is comprised of three main components:
Shooting, Constructing an Irradiance Volume and Render-
ing. The first step consists of shooting light from environ-
ment maps (multiple maps may be used to improve scene
coverage) to form irradiance records. These records are used
during pre-processing to build an Irradiance Volume for re-
construction of light in areas that are occluded in the light

probe. During rendering, we use raycasting to obtain infor-
mation about the irradiance records to generate each frame.
Areas that are not covered by these records are relit using
neighbouring/local records stored in the Irradiance Volume.

4. CPU Splatting-IBS Implementation

4.1. Shooting

At the start of the shooting stage, irradiance records are gen-
erated at surfaces visible from the environment map(s). As
the environment map contains the solution to light transport
in parts of the scene, this can be directly used to generate
irradiance records, see Figure 3.

RaycastingIrradiance Records
(normal, position, irradiance)

Light Probe Image Plane
Virtual Object

Shooting

Figure 3: IBS adaptation of Irradiance Cache Splatting.
Each record contains a position, normal and irradiance
which are generated during the shooting stage.

Records are generated as a pre-process through a ray cast-
ing phase. For each pixel in the environment map, the nearest
surface has to be determined in order to place a record on the
geometry. The spherical coordinates of the pixel in the en-
vironment map are converted to Cartesian coordinates, and
a ray starting at p is created in this direction. At the clos-
est point of intersection of this ray, we place an irradiance
record. However, as the radiance Ie is shot, but only the irra-
diance Is is required, it is necessary to divide by the approx-
imated diffuse surface reflectance ρa:

Is = Ie/ρa

Once this process has been repeated for all the pixels in
the light probe, the points are stored in a k-d tree to acceler-
ate rendering. Each k-d tree node stores ray hit position (X),
the normal at the intersection point (NS), irradiance (Is) and
radius (R). This radius specifies the size of each splat. Cur-
rently a fixed, scene dependant size is used, however, this can
be automated based on the distance from p to X . Increasing
image resolution and shooting more lights (with a smaller
radius) will increase accuracy of lighting for the scene at
the expense of increasing memory usage. 1024× 512 reso-
lution HDR images were used in this paper, making a total
of 524,288 splats being shot per environment map per scene.
Only shooting splats results in images with areas that are not
covered by the values in the environment map. For these ar-
eas a default value, e.g. black can generate results similar to
Figure 4.
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Figure 4: Visual appearance of the Red Monastery. Left: Albedo (no lighting). Right: Shooting with no reconstruction of light.

4.1.1. Multiple Environment Maps

By including m number of environment maps in the nearby
areas of the first light probe, it is possible to cover greater ar-
eas of an interior scene. Pillars, walls, large physical objects,
and buildings with several rooms may limit the current view-
point (of the light probe), see Figure 5. This can be referred
to as viewpoint inaccessible occlusion. Viewpoint inaccessi-
ble occlusion can be combated with use of several environ-
ment maps. However, this means that overlapping data will
occur. Occasionally, overlapping areas may not produce the
same splat value (especially at times of the year when the
sun moves fast as capturing light probe data may take sev-
eral minutes). These splats can be averaged to form a better
representation of the overlapping splats. This is assuming
that lighting conditions between each HDR image have not
drastically changed (e.g. the sun going behind a cloud).

4.2. Constructing the Irradiance Volume

In IBS, the need for reconstruction of light arises in areas
where light information from light probes does not reach.
Physically inaccessible (or considerably difficult-to-access)
sections may not warrant the additional environment map
data capture, because these areas are not likely to ever be
seen under normal viewing circumstances (e.g. very narrow
cracks in walls or on top of tall pillars), see Figure 5. Further-
more, some sections may be physically impossible to access
for light probe data capture. As these areas cannot be relit us-
ing only information from environment maps, light informa-
tion for these parts needs to be reconstructed from existing
data.

Applying an average value estimate for the entire scene
may leave reconstructed areas too bright, especially if the
environment map contains both exterior and interior light-
ing, such as Figure 1. A median value may end up appear-
ing too dark for the brighter sections of the scene (e.g. areas
actually hit by direct sunlight). It is therefore important to
preserve local information of the scene as much as possible

Tall 
Pillar

Occlusion:
- Top of Pillar
- Behind Pillar

Tall 
Pillar

Occlusion:
- Top of Pillar

Result of Single Light Probe Minimising Occlusion using Multiple Light Probes

Figure 5: Shadow areas show the two types of occlusion
that occur with IBS. Physically inaccessible occlusion hap-
pens in areas that are unreachable for practical reasons (e.g.
too tall, such as on top of a pillar). Viewpoint inaccessible
occlusion (e.g. behind the pillar) occur in sections that can
be seen using a different real world position.

in order to reconstruct as accurate lighting for physically in-
accessible occlusion.

During the pre-process, an Irradiance Volume [GSHG98]
is constructed. A 3D grid is placed over the scene, with each
cell representing the approximate average irradiance within
the cell. This is constructed in a three step process. The first
accumulates the irradiance from each hit from the shooting
stage into the relevant grid cell. This is similar to the injec-
tion stage of Light Propagation Volumes [Kap09], however
irradiance is injected instead of radiance. Values in each full
cell are then averaged.

In the second step, we iteratively fill the empty cells in the
Irradiance Volume via a nearest neighbour search. At each it-
eration, the 26 surrounding cells are inspected to see if they
have an irradiance value assigned. If cells are found to con-
tain irradiance, then the empty cell is assigned the average of
the surrounding cells, else the cell is skipped this iteration.

Once the entire grid is full, the final step is carried out. As
each cell is made up of an average of values, discontinuities
may be caused by interruptions of light from one grid cell
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Figure 6: Steps of constructing and using the Irradiance Volume. Left to Right: Step 1) Accumulation of irradiance from the
shooting stage and averaging cells. Step 2) Nearest Neighbour search filling. Step 3) Filtering and blurring. 4) Interpolation
(during rendering) creates the final output images.

to the next. This gives the impression of a grid-like struc-
ture present in the scene. It is therefore beneficial to filter
and blur the values generated based on a distance from each
cell’s centre, see Figure 6. A higher subdivision of the scene
leads to a better approximation, however, this can lead to a
considerable growth of pre-processing necessary, assuming
a uniform grid.

4.3. Rendering

During rendering, both the irradiance records and the Irra-
diance Volume are used to light the scene. In a ray tracing
based renderer, this can be carried out with minimal ray cast-
ing. For each pixel, a ray is shot, and the nearest intersection
PS is located. When shading this point, the irradiance has to
be computed. If possible, information should be used from
the environment map, i.e. the irradiance records. These are
calculated from a traversal of the irradiance record k-d tree.
Irradiance records are considered suitable for shading pro-
vided two conditions:

1. PS−X < R, where X is the irradiance record position and
R is its radius.

2. NS ·N > 0, where NS is the normal at the shading point,
and N is the normal assigned to the irradiance record.

These checks guarantee spatial and angular proximity of
the irradiance record to the point being shaded. This value is
then multiplied by the diffuse surface reflectance (ρa) at PS
in order to calculate outgoing radiance to the eye e:

L(PS→ e) = ρa Ie

This enables the use of lighting from the environment
map, while preserving acquired texture details. In areas
which are not covered by irradiance records, the Irradiance
Volume is used. This calculates the cell in the volume for
which PS is located, and interpolates the irradiance values
from the cell corners, and again multiples by diffuse surface
reflectance. Figure 6 illustrates the visual appearance after
each stage of processing and the final render.

5. GPU Extension

The core concepts of the first two stages (shooting and con-
structing an Irradiance Volume) from the CPU implementa-
tion remains largely the same for our GPU version, however,
during rendering, the abilities of the GPU are taken into ac-
count to decrease rendering times substantially.

When using the GPU, the pre-processing stage is slightly
different from the ray tracing based version. Instead of stor-
ing the irradiance records in a k-d tree, splats (quads) are
generated in world space, and stored in a buffer. Each splat
consists of the irradiance, positions of the quad vertices, and
splat normal. The positions of the quad are generated so that
they are aligned with the tangent plane at the surface inter-
section point during the shooting phase. These points are
placed in a square a distance

√
2R2 (R is the radius assigned

to the irradiance record) from the intersection point. The Ir-
radiance Volume is also stored as a 3D texture. The actual
rendering consists of three steps:

1. Create a G-Buffer containing positions, normals and dif-
fuse surface reflectance.

2. Splat irradiance records to the screen.
3. For any area which splats do not cover, interpolate irradi-

ance from the 3D texture.

The first step creates a G-Buffer. World space positions, nor-
mals and diffuse surface reflectance are stored in the G-
Buffer, all represented by 32 bits per colour channel floating
point render targets. When splatting the irradiance records,
the splats are rasterised to an intermediate render target. A
texture look-up based on the screen coordinates of the frag-
ment being shaded retrieves the world space position and
normal of the fragment. These are used to determine whether
the fragment should be shaded in the same way as the ray
tracing method. Each fragment which passes this test is com-
bined with the diffuse surface reflectance and rendered. In
the final step, any fragments which have not been shaded
are assigned a value from the Irradiance Volume via a 3D
texture look-up and are combined with the diffuse surface
reflectance to produce a final image.
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6. Results

Figure 7 shows a comparison of: HDR photographs, IBS and
Path Tracing. Path traced images were generated using exte-
rior IBL environment maps captured outside Red Monastery,
at the same time of day the IBS interior light probes were
captured. Lambertian BRDFs were employed as the light re-
flectance model for the entire environment. Path traced im-
ages were each rendered over 80,000 samples per pixel on a
24 quad-core machine cluster, each core running at 2.6GHz.

(a) Photograph (b) IBS (c) Path Tracing

(d) Photograph (e) IBS (f) Path Tracing

(g) Photograph (h) IBS (i) Path Tracing

Figure 7: Comparing Photographs, IBS and Path Tracing

The Frames-Per-Second (FPS) count for the ray trac-
ing rendering ranges between 1.2 to 1.9 FPS on an Intel
Core2 Extreme Q6850 (4 core @ 3GHz) processor at res-
olutions of 512× 512 with an average of 1.6 FPS. Our ren-
derer is multi-threaded to run on all 4 cores. On the GPU
the framerate ranges between 40 to 60 FPS on an Nvidia
8800GTX at higher resolutions of 1024× 768 with an av-
erage of 55 FPS. Modern GPUs are especially useful for
computing first bounce GI [GKBP05], making our GPU im-
plementation perform better than the CPU version. For the
CPU implementation, an acceleration structure such as a k-d
tree is essential to achieve interactive rates. Our motivation
for a CPU implementation is for practical reasons: a non-
computer graphics audience may use computers that hold in-
tegrated, or lower-end GPUs. As desktop parallelism quickly
increases to more and more cores, the splatting-IBS method
will scale accordingly. From a developer and usability stand-
point, it may be simpler to relate to one piece of hardware,

the CPU. Being able to determine whether IBS is possible at
interactive rates on the CPU, is therefore useful to know in
the context CH rendering.

It is important to note that this implementation of IBS is
not aimed to compete with path tracing, photon mapping
or any of its extensions. However, simply relighting a real
world scene with (exterior) IBL acquired near the site and
diffuse BRDFs may not be good enough to generate results
similar to a photograph, even using offline, unbiased ren-
dering solutions. IBL uses illumination at a particular point
in space, in this case; outside the building. While the light
transport computation is accurate, the goniometric represen-
tation of the environment may also not be accurate enough
without physical measurements from the scene. Gonioreflec-
tometers, especially portable ones, are not easily available
today. As appropriate modelling materials can be a difficult
task in CH today, CH material representations are often ap-
proximated to a lambertian BRDF or analytical models such
as Ward, Lafortune, Blinn-Phong or Cook-Torrance. While
a diffuse approximation in (for instance) Path Tracing may
be sufficient for directly lit scenes, this is likely to not be
the case for scenes predominantly lit by indirect illumina-
tion. We believe our method can therefore complement the
predictive rendering pipeline [GTS∗97] in the pursuit of ap-
proximating better BRDFs heuristically through output im-
ages that are based on lighting captured at CH sites.

7. Discussion

IBS delivers fast, perceptually good previews of real world
scenes, and is useful for CH research, reconstruction, docu-
mentation and rendering. The approach is not strictly limited
to a splatting-IBL extension, and can be used to give an idea
about the distribution of light and visual appearance for a
scene even by simply displaying irradiance records.

IBS keeps illumination information separate from geome-
try and material. The fast feedback delivered by IBS enables
users to relight a site with illumination at different times of
the day or year. IBS can thus allow for laser scanned mod-
els to be scanned once, then any light condition from the
site can be applied by only capturing an HDR photograph.
A standard D-SLR camera and a fish-eye lens [SJW∗04] or
a mirrored sphere [Deb98] are considerably cheaper in com-
parison, both in time and resources required, with less post-
processing of acquired data. HDR panoramic camera equip-
ment [Sph02] can also be employed for faster photography
acquisition of such scenes. By only swapping the environ-
ment maps in the scene for different ones, it is possible to
illustrate how changes in lighting drastically alters the vi-
sual perception of a scene. Figure 8 illustrates an example of
this difference in the Red Monastery.

As a documentation approach, IBS can be employed to
validate a 3D model created by a 3D modeller or determine
inaccuracies in laser scanned or procedurally generated en-
vironments with a single (or very few) HDR photographs.
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This is achieved by highlighting problematic areas in the ex-
isting model such as texture maps or geometry that need to
be corrected through image editing or mesh processing as
these will normally stand out as an anomalies in the IBS ren-
ders. This is especially useful in accurate documentation of
CH environments, see Figure 9. The model in this paper for
instance was created using the 3D modelling tool Maya.

(a) Morning, 10:00 (b) Afternoon, 14:30

Figure 8: Red Monastery lit with different lighting condi-
tions. Left: At 10:00 Right: Same day at 14:30.

Figure 9: Examples of where IBS is useful for 3D model
accuracy assessment. Two problems became apparent when
comparing the virtual model (bottom) to a photograph (top).
Firstly, the floor texture coordinates are incorrect, leaving
the floor bricks to face the wrong direction. Secondly, the
brick tile on the left hand side of the photograph is not mod-
elled, showing up as incorrect bright splats.

Spatial IBL methods have shown improvements over tra-
ditional IBL by extrapolating spatial information about light
sources. The Irradiance Volume takes advantage of the fact
that for most interior scenes, indirect lighting will be similar
to neighbouring illumination. Coarse shadow details remain
in the scene from environment maps as we are able to ob-
tain crude spatial light information from one light probe, see
Figure 10.

7.1. Obtaining Optimal Positions of Environment Maps

The placement of a light probe in the real world, and subse-
quently, the virtual scene becomes an important part of data
capture to achieve best possible results. It can be regarded

as an Art Gallery Theorem problem [O’r08]; a well-known
visibility problem from computational geometry that is used
to solve visibility checks and mesh triangulation.

Figure 10: Reconstruction of light from the grid only.
Coarse shadows are preserved, but finer shadows are gone.

In an IBS context, it is possible to employ the same theo-
rem to determine the minimum number of environment maps
necessary in order to optimise coverage of the scene. The
guards (or point lights) from the theorem are replaced by en-
vironment maps (that have a visibility span of 360 degrees).
In practical terms, the solving of the problem becomes some-
what cumbersome because of geometry complexity often
found at CH sites. Essentially, m (number of environment
maps) depends on time available and practicality of data cap-
ture while still obtaining the best possible coverage of the
scene with these restrictions in mind. This can be simpli-
fied to a top-down 2D problem for each floor and room of a
building. An example of efficient light probe positioning is
shown with the Red Monastery in mind, see Figure 11.

Figure 11: Determining visibility of light probes, red dots
indicate position of light probes. Left: Five environment
maps cover the best range. Right: The scene in wireframe,
showing the amount of simplification to the problem of de-
termining best positions of light probes.

7.2. Current limitations

Our method works very well for static scenes, but in dynamic
scenes, GI computation will be incorrect; unless the illumi-
nation changes made from the dynamic object in the scene
is calculated after splatting based on the Irradiance Volume.
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By identifying where the majority of the light is coming
from (using multiple light probes), it should be possible to
scale illumination of the scene if a dynamic object occludes
these areas. While not physically based, the dynamic method
could be sufficient to give a realistic impression of indirect
occlusion. Video light probes may also solve this problem
assuming the dynamic object is captured in the real scene
and simulated accurately in its virtual counterpart. Another
limitation is that our method currently only assumes a dif-
fuse scene, leading to incorrect representation of specular
and transparent objects in the environment.

8. Conclusion and Future Work

In this paper we have presented a novel approach to IBL that
involves shooting light for synthetic interior scenes based
on environment maps captured inside their real world coun-
terpart. We demonstrated this with a splatting-inspired ap-
proach and extended it to deal with problematic cases such
as occlusion, making this a good method to generate fast pre-
views of CH virtual environments with appropriate, scene-
captured lighting. The technique can be integrated into in-
teractive ray tracers in a straightforward fashion. Its intent is
not to replace high-fidelity rendering algorithms, but com-
plement them allowing for fast image previews with GI. As
the method is based on scene-specific, natural lighting, it
can also serve to help documenting the visual appearance
inside a CH building, and validate the accuracy geometric
and colour attributes of 3D models in the scene.

Further work is needed to investigate how exterior
changes in lighting (over the span of a day) can affect in-
terior illumination. We believe this can be done by inter-
polating light data between various light probes captured
at several intervals, or by using a real-time light probe for
example from an HDR video camera [UGOJ04], using re-
cently presented hardware [HACC10]. The current imple-
mentation employs manual positioning of the environment
maps. An automated approach of determining optimal po-
sitions of light probes in the virtual scene, based on com-
paring albedo values to those in the environment map would
reduce time spent fine tuning its positioning in virtual space.
Combining Splatting-IBS and the use of Virtual Point Lights
(VPLs) (instead of grid reconstruction) may be a potential
direction for the future allowing for additional objects to be
rendered in the scene with accurate shadows.
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